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Abstract: Atmospheric stellar occultation observation technology is an advanced space-based detection technology that can measure
the vertical distribution of trace gas composition, temperature, and aerosol content in a planet’s atmosphere. In this study, an inversion
algorithm of the onion-peeling method was constructed to invert the transmittance obtained from the forward mask. The method used a
three-dimensional ray-tracing simulation to obtain the transmission path of the light in the Earth’s atmosphere. The relevant parameters
were then combined in the high-resolution transmission molecular absorption (HITRAN) database, and line-by-line integration was
performed to calculate the atmospheric transmittance. The transmittance value was then used as an input to calculate the vertical
distribution of oxygen molecules when using the single-wavelength inversion of the onion-peeling method. Finally, the oxygen molecule
content was compared with the value attained by the Mass Spectrometer and Incoherent Scatter Radar Extended (MSISE00) atmospheric
model to determine the relative error of our model. The maximum error was found to be 0.3%, which is low enough to verify the
reliability of our algorithm. Using Global-scale Observations of the Limb and Disk (GOLD) measured data to invert the oxygen number
density, we calculated its relative deviation from the published result to further verify the algorithm. The inversion result was affected by
factors such as prior data, the absorption spectral line type, the ellipticity of the Earth, and the accuracy of the orbit. Analysis of these
error-influencing factors showed that the seasons and the Earth’s ellipticity affected the accuracy of the model only 0.001% and could
therefore be ignored. However, latitude and solar activity had a greater impact on accuracy, on the order of 0.1%. The absorption line
type affected the accuracy of the model by as much as 1%. All three of these factors therefore need to be considered during the inversion
process.
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1.  Introduction
Stellar occultation technology is an advanced, space-based detec-
tion technology. It uses the absorption of the spectrum of stars by
planetary atmospheres to detect the vertical distribution of atmo-
spheric  parameters  such  as  trace  gas  components,  temperature,
and aerosols (Roble and Hays, 1972). The advantages of this tech-
nology  include  self-calibration,  global  coverage,  and  a  large
amount of detection data (Kyrölä et al., 2004). It also plays an im-
portant role in research on the space environment (Bertaux et al.,
2010) and space weather (Greer et al., 2018) of the Earth’s middle
and upper atmosphere.

Stellar  occultation  technology  was  first  proposed  by Hays  and

Roble  (1968),  and  it  was  successfully  used  to  detect  the  vertical

distribution  of  ozone  in  the  Earth’s  atmosphere  (Ratier  et  al.,

1999). Since then, stellar occultation technology has been used to

study  the  atmospheres  of  Venus  (Bertaux  et  al.,  2007),  Mars

(Forget  et  al.,  2009),  Jupiter  (Festou  et  al.,  1981),  and  the  Earth

(Bertaux et al., 2004). A series of space environmental studies have

been based on the detection of molecules and ions in the Earth’s

atmosphere, including  those  on  atmospheric  model  improve-

ment,  trend  prediction  (Swartz  et  al.,  2002),  and  the  interaction

between solar activity and planetary atmospheres.

Oxygen  is  one  of  the  most  important  atmospheric  components

and is  of  significant  scientific  value (Ning LX et  al.,  2001). For  ex-

ample, the density profile of oxygen can be used to create panor-

amic images of atmospheric temperature to an altitude of 200 km,

and the distribution of oxygen can reflect atmospheric responses

to  geomagnetic  interference  and  changes  in  solar  ultraviolet

levels (Eastes, 2009). Oxygen can also be used to study how atmo-

spheric temperature  and  composition  are  affected  by  geomag-
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netic  storms  and  how  atmospheres  respond  to  changes  in  the
sun’s  extreme  ultraviolet  light  on  a  global  scale  (Lumpe  et  al.,
2007).  As  a  result,  the  simulations  in  this  study  used  one  of  the
main absorption wavelengths of oxygen, 761.4 nm, as the center
wavelength.

In  this  study,  we introduce an  onion-peeling inversion algorithm
that uses forward simulation transmittance to determine the ver-
tical  distribution  of  the  molecular  oxygen  number  density  in  the
Earth’s atmosphere.  This  method  has  the  advantages  of  high  in-
version accuracy and easy implementation. To calculate the relat-
ive  error  in  our  algorithm,  we  compared  our  oxygen  number
density value with the value calculated by the Mass Spectrometer
and  Incoherent  Scatter  Radar  Extended  (MSISE00)  atmospheric
model.  This  allowed  us  to  verify  the  reliability  of  our  algorithm.
The Global-scale Observations of the Limb and Disk (GOLD) stellar
occultation observation data  was used for  the inversion,  and the
obtained oxygen density was compared with the released Level 2
data.  The monthly  average relative  deviation was also calculated
to further verify the accuracy of the algorithm.

Season,  latitude,  and  the F10.7 index  (solar  radio  flux  at  10.7  cm)
are factors  that  can affect  the data  used in  the inversion calcula-
tion.  To  assess  the  dependency  of  the  inversion  error  on  these
factors,  the  inversion  error  and  distribution  characteristics  were
calculated  for  different  seasons,  latitudes,  and F10.7 indexes.  The
influence of  the  absorption  line  type  on  the  error  was  also  ana-
lyzed  because  the  spectral  line-broadening  mechanism  changes
with altitude;  therefore,  different  altitudes  correspond  to  differ-
ent absorption line types.  Finally,  because of the ellipticity of the
Earth and atmosphere, a local arc correction was performed to de-
termine the effect of ellipticity on the inversion error. 

2.  Inversion of the Simulated and Measured Stellar
Occultation Data by the Onion-Peeling Method

The  equation  for  stellar  occultation  inversion  (Kyrölä  et  al.,  2010;
Equation (1)) assumes that the conditions of a known atmospher-
ic transmittance correspond to the tangent points of a specific at-
mospheric absorption component and the corresponding absorp-
tion cross section:

Tabs = exp (−∑
i
σiNi (z)) = exp(−∑

i
∫
i
σi (λ, T (r (s))) ρi (r (s))ds), (1)

Tabs
σi

ρi

where  is transmittance,  which  is  a  function  of  molecular  ab-
sorption;  is the absorption cross section of a specific absorption
component;  is the number density of the atmospheric absorp-
tion component and is related to the light transmission path; and
s is the light transmission path. The absorption cross section is re-
lated  to  the  temperature  and  the  absorption  wavelength  of  the
molecule and is used to measure the absorption capacity of a mo-
lecule.

The transmittance used in this study was based on simulation cal-
culations, whereas the absorption cross section was calculated by
line-by-line integration (Zhang H and Shi GY, 2000) and the relev-
ant parameters in the high-resolution transmission molecular ab-
sorption (HITRAN) database (Qi RB et al.,  2015).  Temperature and
molecular density data were a priori data and were taken from the
MSISE00 atmospheric model. The specific transmission path of the

light rays was simulated by using a three-dimensional ray-tracing

method  (Sun  MC  et  al.,  2020b),  and  a  forward  mask  calculation

was  performed  according  to  the  principle  shown  above.  The

change in transmittance of the 761.4 nm wavelength of light and

the  absorption  cross  section  of  oxygen  molecules  with  altitude

are shown in Figures 1 and 2, respectively.

An onion-peeling method (Yee et al.,  2002) for stellar occultation

was constructed according to the input data.  In this method, the

Earth’s  atmosphere  was  layered,  and  local  arcs  were  assumed  to

be symmetrical. The density of each layer was considered uniform,

and the absorption cross-section of molecules above 200 km was

considered  to  be  zero.  A  schematic  diagram  for  the  method  is

shown in Figure 3, and the inversion calculation is shown in Equa-

tion (2):

1
2
Ti − σ1ρ1 (Si − √

R2
1 − R2

i ) − i

∑
j=2

σjρj (√R2
j−1 − R2

i −
√
R2
j − R2

i )
= σiρi

√
R2
i−1 − R2

i ,

(2)
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Figure 1.   Variation in transmittance of 761.4 nm wavelength light

with altitude. Transmission increases rapidly above 20 km, and

complete transmission is reached by approximately 60 km.
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Figure 2.   Variation in the absorption cross section of oxygen

molecules with altitude. The absorption cross-section has two main

peaks at approximately 25 and 95 km and two minor peaks at

approximately 10 and 70 km.
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i ∈ (1, n)where , S is  the  length  of  the  integral  path  along  the  ray

direction, and R is the height of the tangent point of the occulta-

tion event.

The oxygen molecular number density distribution was obtained

by using the method described above, and it was compared with

the value from the MSISE00 model to determine the error (Equa-

tion (3)):

Rrelative =
ρsimulation − ρMSISE

ρMSISE
× 100%. (3)

A positive or negative relative error indicated the degree to which
our  calculated  oxygen  molecular  number  density  was  greater
than or less than the value from the MSISE00 model, respectively.
Figure 4b shows the change in the relative error with altitude.

Figure 4b shows that the inversion error increases as the altitude
increases.  This  effect  is  due to a number of  factors,  including the
atmospheric  refraction  effect  as  well  as  the  decrease  in  oxygen
density with altitude (Qian LY et al., 2009; Figure 4a). These factors
made it more difficult to determine oxygen content at higher alti-
tudes, resulting in an increase in error. The inversion error also in-
creases with altitude because of noise in the onion-peeling meth-
od.  The  largest  observed  inversion  error  was  only  0.3%,  which
shows that the inversion algorithm presented in this study is reli-
able.

To further  verify  the  algorithm  procedure,  GOLD  stellar  occulta-
tion  detection  data  (Eastes  et  al.,  2017)  were  used  to  invert  the
oxygen number density, with an inversion wavelength of 142 nm
and an altitude range of 150–200 km. The monthly average devi-
ation between the inversion result and the Level 2 data (Lumpe et
al., 2016) was calculated, and the data for March, June, September,
and  December  are  shown  in Figure  5.  The  data  sample  sizes  for
March, June, September, and December 2019 were 34, 34, 32, and
22, respectively.

Analysis of the monthly average deviation showed that below 200
km,  the  maximum  deviation  was  15%.  Only  observation  data  at
altitudes below 200 km were considered, based on the credibility
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Figure 3.   Schematic diagram of the onion-peeling method.

Beginning at the outermost atmospheric layer (L1) and working

down, the influence of the previous layer was subtracted to

obtain the result for each layer (DeMajistre and Yee, 2002).
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Figure 4.   Variation in inversion results and relative error with altitude. (a) Molecular oxygen density decreases with altitude. (b) Relative error

increases up to approximately 100 km, and our value for the oxygen molecular number density becomes increasingly lower than the value

determined by the MSISE00 model.
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of the GOLD data. This deviation could be due to the 10%–20% er-
ror  in  the  data  released  by  GOLD  (Siegmund  et  al.,  2016)  or  the
fact that the inversion method adopted by GOLD used the tradi-
tional solar occultation inversion algorithm. It is also possible that
the  value  of  the  absorption  cross-sectional  area  was  sufficient
to  ignore  the  change  in  absorption  cross  section  with  altitude
(Herman and Mentall, 1982). Finally, the deviation could be partly
due  to  noise  in  the  onion-peeling  method.  Overall,  we  consider
the  deviation  of  the  inversion  result  to  be  within  a  reasonable
range and that this result demonstrates the accuracy of our inver-
sion algorithm. 

3.  Effect of a Priori Data on Inversion Error
We analyzed how the inversion error  was affected by changes in
the a priori data, including those for the temperature and oxygen
density at  the  corresponding  altitude  from  the  MSISE00  atmo-
spheric  model.  These  atmospheric  parameters  are  related  to  the
season,  latitude  and  longitude,  and  solar  activity.  Therefore,  the
error  was  calculated  for  different  seasons,  latitudes,  and  solar
activities  by  using normal  inversion;  this  was  not  compared with
the MSISE00 results. 

3.1  Variation in Error Attributable to Season
The monthly average input data for March, June, September, and
December were used to calculate error (Figure 6).

Synthesis of the inversion errors showed that during all 4 months,
the relative error  gradually  increased up to 37 km and was relat-
ively  flat  (approximately  0–0.004%)  between  50  and  120  km.  In
addition, the analysis showed that the inversion error was lowest
in September (Figure 6c),  with a  peak error  of  −0.001%. This  was
because  the  start  time  of  the  occultation  event  was  set  to  be

September  (Sun  MC  et  al.,  2020a).  However,  the  relative  error  at
the same altitude for the 4 months was not significantly different,
varying by at most 0.001%. This result indicates that the inversion
accuracy was not sensitive to the time of year. 

3.2  Variation in Error with Latitude
The  distribution  characteristics  of  the  occultation  event  showed
very little change with longitude. Therefore, the latitude was var-
ied while the other variables were kept constant. Figure 7 shows
the inversion error at the equator, 45°, and 90°.

Figure 7 shows that the maximum inversion error values at 0°, 45°,
and  90°  were  0.15%,  0.08%,  and  0.09%,  respectively.  The  largest
inversion error was observed at the equator because at this latit-
ude, the oxygen content is significantly higher than that at other
latitudes;  therefore,  the  oxygen number  density  obtained by  the
inversion was closer to the actual atmospheric value. Because the
original input data remained constant, the denominator of the rel-
ative  error  increased,  which  resulted  in  an  increase  in  error.  No
clear  difference  was  observed  in  the  error  values  at  45°  and  90°,
suggesting no specific  trend in the change in error with latitude,
which may be related to the latitude area covered by the occulta-
tion  event.  However,  the  variation  in  error  between  the  equator
and higher latitudes was several orders of magnitude greater than
the variation in error attributable to seasonal variation. Therefore,
the  impact  of  latitude  changes  should  be  considered  during  the
inversion process. 

3.3  Variation in Error with Solar Activity
The F10.7 index was used to represent solar activity because it can
be used to distinguish between years of high and low solar activ-
ity. The annual trend in the F10.7 index, based on an analysis of the
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Figure 5.   Variation in the relative error of our inversion results and the Level 2 results of GOLD for (a) March, (b) June, (c) September, and

(d) December.
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Figure 6.   Relative error distribution with altitude in (a) March, (b) June, (c) September, and (d) December. The y-axis scale in panels (a), (b), and

(d) are ×10−3, whereas the y-axis scale in panel (c) is ×10−4.
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Figure 7.   Variation in inversion error with latitude. (a) Equator, (b) 45°, and (c) 90°.
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Penticton observation data,  is  shown in Figure 8.  The 2012–2014

period was one of high solar activity, in which solar fluxes reached

120–150  solar  flux  units  (SFU),  whereas  2009–2010  and

2017–2020  were  periods  of  low  solar  activity,  with  highs  of  only

approximately 70–90 SFU.

To analyze the effect of changes in solar activity on the inversion

error, the relative error was calculated by using F10.7 indexes of 70

and 150 SFU (Figure 9).

When solar activity was low (Figure 9a), the relative error was 0%

up to an altitude of 60 km, and it gradually increased to a maxim-

um  value  of  0.05%  between  60  and  120  km.  During  high  solar

activity (Figure 9b), the relative error was 0% up to 40 km, then it

increased  slightly  and  peaked  at  0.01%  at  approximately  60  km.

The  relative  error  between  60  and  100  km  was  the  same  as  that

when the solar activity was low; however, above 100 km, the error

during  high  solar  activity  was  marginally  lower  than  that  during

low  solar  activity.  The  difference  in  error  during  different  solar

activities occurred because during years of high solar activity, the

oxygen–nitrogen ratio and the electron content increase and the

oxygen molecule content decreases. This ultimately leads to a de-

crease in the density obtained from the inversion while the origin-

al oxygen molecule density remains unchanged. This results in an

enlarged error at lower altitudes. 

4.  Error Analysis of the Spectral Absorption Line Type
In the inversion, the molecular absorption cross section was calcu-

lated  by  line-by-line  integration,  which  involved  the  absorption

line type  of  the  molecule.  The  absorption  line  type  used  in  sec-

tion 2 between 0 and 120 km was a Doppler line type. However, in

the actual  atmosphere,  the main absorption lines are different at

different  altitudes.  At  altitudes  below  20  km,  the  spectral  line

broadens because  of  the  broadening  pressure,  and  the  absorp-

tion line type at this altitude is the Lorentz line type (Equation (4)):

fL(v − v0) = 1
π

aL(v − v0)2 + a2
L

,

aL = 0.1 ×
p
p0

(T0

T
)0.5

, (4)

aLwhere  is  the half-width of  the spectral  line,  which is  related to

the temperature  and pressure.  At  altitudes  above 50 km,  the lin-

ear  broadening  mechanism  is  Doppler  broadening,  and  only  the

Doppler  linear  pattern  is  considered  in  the  calculation  process

(Equation (5)):

fD (v − v0) = 1

aD
√
π
exp ((v − v0

aD
)2) ,

aD = v0( 2kT
mc2

)1
2 , (5)

where m is  the molecular  mass  and k is  the Boltzmann constant.

Between  20  and  50  km,  the  broadening  of  the  spectral  line  is

caused by a combination of the two effects. The Voigt profile was

used to combine both line types to obtain the following line type
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Figure 8.   Annual change in the F10.7 index from 2000 to 2020.
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Figure 9.   Variation in relative error with altitude under different solar activities. (a) 70 SFU; (b) 150 SFU.
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form (Equation (6)):

fv (v − v0) = 1

aD
√
π
K(x, y),

K (x, y) = y
π∫

∞

−∞

1

y2 + (x − t)2 exp(−t2)dt, (6)

y = a
aD

, x =
v − v0

aD
,and t = v − v′

aD
where .  Equation  (7)  was  used  to

meet the normalization condition:

∫ ∞

−∞
fv (v − v0) d (v − v0) = 1. (7)

The  inversion  results  of  the  corrected  absorption  cross  section
were compared with the uncorrected results to calculate the relat-
ive error (Figure 10).

It can be seen from Figure 10 that modification of the line type af-
fects only the error below 50 km, and this can result in an error of
up to 1%. Thus, it has a significantly greater impact on error than
do the parameters discussed in Section 3; it is therefore the main
parameter that can modify the error. 

5.  Influence of the Earth’s Ellipticity on the Error
Distribution

During  the  inversion  process,  we  assumed  that  the  Earth’s  local
arcs were symmetrical. However, the Earth’s actual atmosphere is
elliptical,  which  will  inevitably  introduce  error  into  the  inversion
results (Gong XY et al., 2007). Because this elliptical effect is more
impactful  at  lower  altitudes,  we  performed  a  local  arc  correction
to eliminate the error. This was done by finding the ray where the
altitude of the occultation event was closest to the Earth’s surface.
The  center  of  the  arc  corresponding  to  the  intersection  of  the
plane and the ellipse of the Earth was then used as the center of

the local arc for the correction of an occultation event. The center

of the arc varied for each occultation event as did the radius of the

Earth.  All  the  coordinate  points,  including  the  satellite  positions

and ray point positions, were translated to the coordinate system

for the inversion. After calculation, the offsets of the arc center of

the  lowest  altitude  occultation  event  were 0.038752, 0.006498,

and  42,831.165  m,  and  the  radius  was  6,378,137  m. Figure  11a

shows the change in transmittance with altitude before and after

correction. Figure  11b shows the  relative  error  between  the  res-

ults after and before correction for ellipticity. The corrected trans-

mittance was used to perform the inversion, and the error was cal-

culated relative to the inversion results by using the uncorrected

transmittance (Figure 12).
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Figure 10.   Change in relative error with altitude after absorption line

correction. The error varies from −1 to 1% below 50 km but is 0%

above 50 km.
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Figure 11.   (a) Transmittance before and after correction for ellipticity. (b) Error relative to the MSISE00 model when using the transmittance

corrected for ellipticity in the inversion.
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Figure 11 shows that the error in the simulated transmittance be-
fore and after the correction decreases with altitude and that the
error is greatest at the Earth’s surface, with a value of 0.1%. This is
because as the altitude increases, the curvature effect of the Earth
gradually decreases, and at higher altitudes, this effect can be ig-
nored. Figure 12 shows that the arc correction does not result  in
significant  decreases  in  error,  as  the  maximum  error  is  less  than
0.003%. Therefore, the influence of the Earth’s ellipticity can be ig-
nored during the inversion process. 

6.  Conclusions
In this study, a stellar occultation inversion algorithm for a single
wavelength  of  light  (761.4  nm)  was  constructed  based  on  the
onion-peeling method.  The simulation data were inverted to ob-
tain the oxygen number density,  which was then compared with
the results  from the  MSISE00 atmospheric  model.  This  comparis-
on  was  used  to  calculate  the  inversion  accuracy.  The  results
showed that the error is within a reasonable range, which verifies
the practicability of our inversion algorithm. The average monthly
relative  deviation  was  also  analyzed  to  further  verify  the  al-
gorithm.

The effect of variation in the type of absorption line and the influ-
ence  of  the  Earth’s  ellipticity  and  a  priori  data  (season,  latitude,
and  solar  activity)  on  the  accuracy  of  the  inversion  model  were
also  analyzed.  Variation  in  the  type  of  absorption  line  had  the
greatest impact on the inversion results, with error values of up to
1%. The  Earth’s  ellipticity  had  a  measurable  impact  on  the  simu-
lated transmittance;  however,  it  had little  effect  on the  inversion
results and resulted in only 0.003% error. The influence of seasons
on the error was on the order of 0.001%; however, the influences
of  latitude  and  solar  activity  were  more  significant,  producing
maximum errors  of  0.15%  and  0.05%,  respectively.  Thus,  we  be-
lieve that it is important consider the type of absorption line, latit-
ude, and solar activity during the inversion process. By comparis-
on, the need to consider ellipticity and season is not as critical.

The onion-peeling method presented here contained measurable
noise  and  is  suitable  for  only  single-wavelength  inversion.
Moreover, inversion  wavelength  selection,  satellite  orbits,  instru-
ment effects,  and stray light are factors that will  affect the accur-

acy of the inversion, but they were not considered in our model. It
is our  intention to  address  these  shortcomings  and factors  in  fu-
ture studies.
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